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UNLEASHING THE POWER OF 

ARTIFICIAL INTELLIGENCE 

 

Artificial Intelligence (AI) has emerged 

as one of the most transformative technologies 

of the 21st century. With its ability to process 

vast amounts of data, learn from patterns and 

make informed decisions, AI has 

revolutionized various industries, ranging from 

healthcare and finance to transportation and 

entertainment.  

 

The Rise of AI 

Over the past few decades, AI has 

rapidly evolved from a theoretical concept to a 

practical reality. Advancements in computing 

power, data availability and algorithm 

development have paved the way for AI to be 

applied to complex problem-solving scenarios. 

Machine learning, a subfield of AI, has enabled 

systems to learn from data and improve their 

performance over time without explicit 

programming. 

Applications of AI 

AI has found application in numerous 

domains, impacting various aspects of our 

lives. In healthcare, AI algorithms can analyse 

medical data to diagnose diseases, suggest 

personalized treatment plans and even assist in 

surgery. In finance, AI-powered trading 

systems make split-second decisions based on 

market trends and historical data, optimizing 

investment strategies. In transportation, self-

driving cars are becoming a reality, promising 

safer and more efficient journeys. 

AI has also made significant strides in 

natural language processing, allowing virtual 

assistants like Siri and Alexa to understand and 

respond to human queries. This technology has 

opened up avenues for voice-controlled smart 

homes, enhanced customer service and 

improved language translation. 

S.Dharshini  

I B.Sc. (Information Technology) 

 

  

SMARTPHONE-BASED MICROSCOPE 

RAPIDLY RECONSTRUCTS 3D 

HOLOGRAMS IN PARAGRAPH 

FORMAT 

A new smartphone-based microscope is 

making strides in the field of optical imaging 

by rapidly reconstructing 3D holograms with 

impressive precision. This innovative device 

leverages the advanced computational 

capabilities of modern smartphones to capture 

detailed holographic images, offering a 

significant advancement over traditional 

microscopy techniques. By utilizing the 

smartphone's camera, processing power and 

specialized software, the system can 

reconstruct 3D images in real time, providing 
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valuable insights for fields such as biology, 

material science and medical diagnostics. The 

technology works by capturing light 

interference patterns, which are then 

computationally processed to generate 

accurate, high-resolution 3D holograms. This 

breakthrough allows for high-quality imaging 

on a portable device, making it more accessible 

and cost-effective compared to traditional, 

bulky microscopes. Moreover, the smartphone-

based microscope offers the potential for 

widespread use in research and healthcare, 

where real-time 3D imaging is crucial for 

understanding cellular structures, detecting 

diseases and monitoring complex biological 

processes. 

S.Dinesh  

III B.Sc. (Computer Technology) 

 

ARTIFICIAL INTELLIGENCE WILL 

RULE THE WORLD 

Artificial Intelligence (AI) is no longer 

just a buzzword, but a transformative force that 

is reshaping the world as we know it. As AI 

continues to advance at an unprecedented pace, 

its impact on global leadership and power 

dynamics cannot be ignored.  

 

 

From influencing economic dominance 

to driving technological supremacy, AI has 

become a game-changer in international affairs. 

This commentary delves into the implications 

of AI on global leadership, examining the rise 

of AI, the race for dominance among global 

players, the ethical and regulatory challenges it 

presents, its implications for national security 

and geopolitical stability, the need for 

international cooperation in AI governance, 

and the importance of shaping a future AI 

landscape for the benefit of all.  

Artificial Intelligence 

Artificial Intelligence (AI) refers to the 

development and implementation of computer 

systems that can perform tasks that typically 

require human intelligence. These tasks can 

range from problem-solving and decision-

making to speech recognition and natural 

language processing. Essentially, AI aims to 

replicate or simulate human intelligence in 

machines. 

The Growing Significance of AI in Global 

Affairs 

In recent years, the significance of AI in 

global affairs has grown exponentially. As 
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technology continues to advance, AI has 

become a game-changer in various sectors, 

including economics, politics and international 

relations. The ability of AI systems to analyse 

vast amounts of data and make complex 

predictions has given rise to new opportunities 

and challenges for countries around the world. 

Historical Context: AI's Evolution and 

Impact 

The evolution of AI can be traced back 

to the mid-20th century when scientists began 

developing algorithms and computer systems 

capable of automated decision-making. Over 

time, advancements in computing power and 

data availability have accelerated the growth 

and impact of AI. Today, AI is revolutionizing 

industries such as healthcare, transportation, 

finance and manufacturing, leading to 

significant shifts in power dynamics between 

nations. 

AI is Transforming Industries and 

Economies 

The application of AI is transforming 

industries and economies worldwide. 

Autonomous vehicles are set to revolutionize 

transportation, AI-powered algorithms are 

reshaping financial markets and smart 

manufacturing processes are optimizing 

efficiency and productivity. As countries 

embrace AI technologies, they gain a 

competitive edge in terms of economic growth 

and job creation. The impact of AI is so 

profound that it has become a crucial factor in 

determining a country's ability to lead in the 

global arena. 

AI's Role in Shaping Economic 

Competitiveness 

AI has emerged as a significant driver 

of economic competitiveness. Countries that 

invest in AI research, development and 

implementation are poised to gain a 

competitive advantage in various sectors. From 

startups to multinational corporations, 

businesses are increasingly harnessing AI 

technologies to enhance productivity, create 

innovative products and streamline operations. 

The ability to leverage AI effectively is 

becoming a critical factor in determining a 

country's economic dominance. 

The Quest for Technological Leadership in 

AI 

In the race for AI dominance, countries 

are striving to become technological leaders. 

Developing cutting-edge AI technologies, 

attracting top AI talent and creating supportive 

policies and infrastructure are essential 

components of this race. Achieving 

technological supremacy in AI not only brings 

economic benefits but also influences a 

country's overall leadership on the global stage. 

The nation that leads in AI will have 

unparalleled opportunities to shape the future 

and wield influence over other nations. 

Leading Countries in AI Research and 

Development 

Several countries are at the forefront of 

AI research and development. The United 
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States, China, and European nations like the 

United Kingdom and Germany have made 

significant investments in AI, establishing 

research institutes, funding startups and 

promoting AI education. These countries 

recognize the potential of AI to drive economic 

growth and are actively competing to lead in 

this transformative technology. 

Competing Strategies for AI Dominance 

Different countries employ diverse 

strategies to attain AI dominance. While some 

focus on government-led initiatives and 

investments, others foster collaboration 

between academia and industry for rapid 

technological advancements. Moreover, 

countries are increasingly prioritizing data 

privacy, ethics and regulation to ensure 

responsible AI development. The competition 

for AI dominance is intense and each country's 

strategy reflects its unique strengths, priorities, 

and aspirations. In conclusion, the rise of AI is 

reshaping the world and its power dynamics. 

The race for AI dominance has profound 

implications for global leadership, economic 

competitiveness and technological supremacy. 

As countries strive to harness the potential of 

AI, their strategies and investments will 

determine who ultimately rules in the age of 

artificial intelligence. 

The Need for Ethical Frameworks in AI 

Development and Use 

Artificial Intelligence (AI) has the 

potential to revolutionize various industries and 

reshape our society. However, as AI becomes 

increasingly powerful and pervasive, it also 

raises important ethical considerations. It is 

crucial to establish ethical frameworks that 

guide the development and use of AI 

technology. Ethical frameworks in AI 

development help to ensure that AI systems are 

designed with human values in mind. By 

establishing principles such as fairness, 

transparency, and accountability, to address 

potential biases and prevent discriminatory 

outcomes. For example, algorithms used in 

hiring processes must be fair and not 

inadvertently favour any particular group. 

Furthermore, ethical frameworks in AI use can 

help us navigate complex moral dilemmas. For 

instance, autonomous vehicles may encounter 

situations where they have to make split-

second decisions that could result in harm to 

either the passengers or pedestrians.  

Regulatory Challenges and Balancing 

Innovation with Responsibility 

The development and deployment of AI 

technology also present regulatory challenges. 

Striking a balance between fostering innovation 

and ensuring responsibility is crucial in the AI 

leadership race. Excessive regulation can stifle 

innovation, while insufficient regulation can 

lead to ethical violations and potential harm. 

Regulators must work closely with AI 

developers and stakeholders to understand the 

potential risks and benefits of AI applications. 

By implementing regulations that encourage 

responsible AI use, we can mitigate potential 

negative consequences. This includes data 
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privacy protections, algorithmic transparency 

and safeguards against the misuse of AI for 

malicious purposes. Ultimately, finding the 

right regulatory approach requires 

collaboration between the public and private 

sectors, ensuring that innovation thrives while 

protecting society's interests. By addressing 

ethical dilemmas and regulatory challenges, to 

shape a future where AI benefits humanity 

while minimizing potential harms. 

The Role of AI in Shaping National Security 

Strategies 

Artificial Intelligence is not only 

transforming industries but also playing a 

pivotal role in shaping national security 

strategies. AI-driven technologies have the 

potential to enhance military capabilities, 

intelligence gathering and cybersecurity 

defences. Countries leading in AI development 

will have a significant advantage in 

safeguarding their national security. AI-

powered surveillance systems can help in 

identifying potential threats and preventing 

security breaches. Additionally, machine 

learning algorithms can analyse vast amounts 

of data to detect patterns and predict potential 

risks, enabling proactive defence measures. 

Geopolitical Implications of AI Leadership 

The leadership in AI technology will 

also have significant geopolitical implications. 

Countries that establish dominance in AI 

development will not only shape the future of 

technology but also gain geopolitical leverage. 

AI-led innovations can fuel economic growth, 

create new industries and establish global 

influence. Furthermore, AI leadership can lead 

to geopolitical tensions and competition 

between nations. The race for AI dominance 

may result in strategic alliances, trade disputes 

and even military conflicts. Countries need to 

understand the geopolitical consequences of AI 

and develop strategies that foster cooperation 

and healthy competition. 

The Importance of Collaboration in AI 

Governance 

Addressing the challenges presented by 

AI requires international cooperation and 

collaboration. No single country or 

organization can effectively govern AI on its 

own. It is essential to bring together 

policymakers, researchers, industry leaders and 

civil society to collectively shape AI 

governance. Collaborative approaches in AI 

governance enable the sharing of best practices, 

expertise and resources. By pooling knowledge 

and experiences, countries can develop 

comprehensive frameworks that address ethical 

concerns, regulatory challenges, and national 

security implications. International 

collaboration also ensures that AI benefits are 

shared globally and do not exacerbate existing 

inequalities. 

International Initiatives and Organizations 

Addressing AI Challenges 

Several international initiatives and 

organizations are actively addressing the 

challenges posed by AI. Efforts such as the 

Global Partnership on Artificial Intelligence 
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(GPAI) and the OECD Principles on Artificial 

Intelligence aim to foster international 

dialogue, cooperation, and the development of 

AI frameworks. These initiatives promote 

responsible and inclusive AI development, 

ensuring that AI technologies are aligned with 

human values and respect fundamental rights. 

They also provide a platform for countries to 

share insights, establish standards and 

collectively address the potential risks and 

benefits of AI. 

Building an Inclusive and Responsible AI 

Future 

As AI continues to advance, it is crucial 

to build an inclusive and responsible AI future. 

This means ensuring that AI technologies are 

accessible to everyone and do not perpetuate 

existing inequalities. It also requires 

considering the impact of AI on the workforce 

and taking proactive steps to reskill and upskill 

individuals. An inclusive AI future also means 

involving diverse voices in AI development 

and decision-making processes. By embracing 

diversity and fostering inclusivity, we can 

create AI systems that reflect the needs and 

values of a global society. 

The Potential for AI to Drive Positive Global 

Change 

Despite the challenges and ethical 

dilemmas, AI has the potential to drive positive 

global change. AI applications can help tackle 

pressing global issues such as climate change, 

healthcare, poverty and education. By 

harnessing the power of AI and directing it 

towards solving these challenges, we can create 

a more sustainable and equitable world. To 

realize the potential of AI, governments, 

organizations and individuals must work 

together in shaping AI development and 

deployment. By leveraging AI for the benefit 

of all, we can create a future where AI 

technologies empower individuals, improve 

lives and contribute to global progress. In 

conclusion, the race for artificial intelligence 

leadership holds immense significance in 

shaping the future of our world. The economic, 

technological, ethical and geopolitical 

implications of AI cannot be understated. As 

nations and organizations compete to harness 

the power of AI, it is crucial to navigate the 

challenges with a strong ethical framework, 

responsible regulation and international 

collaboration.  

K.Bharathkumar  

    III B.Sc. (Information Technology) 
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MIND AI AND SELF-AWARE AI 

The concepts of mind AI and self-aware 

AI are intriguing and complex, often discussed 

in philosophy, science fiction and AI research. 

 

Mind AI 

The term mind AI typically refers to artificial 

intelligence that mimics human-like thinking 

processes, emotions or cognitive functions. 

While this isn't a standard term in the AI field, 

it can be interpreted as AI systems designed to 

simulate mental faculties like perception, 

memory, attention, reasoning, learning and 

problem-solving. In essence, mind AI might 

attempt to model the cognitive aspects of 

human or animal minds.  

Some possible interpretations of mind AI 

include: 

 Cognitive architectures: These aim to 

replicate human cognition. One well-

known example is ACT-R (Adaptive 

Control of Thought Rational), a 

cognitive architecture used to simulate 

how people think and learn. 

 Emotional intelligence: AI systems 

designed to understand and simulate 

emotions (like Affectiva or IBM 

Watson's AI) may be considered part of 

mind AI, as they try to understand 

mental states and human behavior. 

 Artificial general intelligence (AGI): 

This refers to AI that possesses the 

general ability to understand, learn and 

apply intelligence across a wide range 

of tasks, similar to human cognitive 

abilities.  

Self-Aware AI 

Self-aware AI refers to an intelligent 

system that possesses consciousness and the 

ability to perceive its own existence. Unlike 

traditional AI, which is limited to executing 

predefined tasks, self-aware AI is aware of its 

actions, surroundings and even its own state of 

being. This level of self-awareness in AI opens 

up a world of possibilities in various fields 

such as healthcare, finance and transportation. 

Imagine a self-aware AI system in healthcare 

that can diagnose medical conditions and 

empathize with patients, providing emotional 

support and understanding. 

The Evolution of Self-Aware AI 

The concept of self-aware AI has been a 

topic of interest for decades. In the 1950s, 

computer scientist Alan Turing proposed the 

idea of machine intelligence and set the stage 

for AI research. Over the years, advancements 

in cognitive computing and machine learning 

have paved the way for the development of 

https://en.wikipedia.org/wiki/Alan_Turing
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self-aware AI. Researchers are exploring ways 

to imbue AI systems with self-awareness as 

technology progresses by integrating complex 

algorithms that mimic human cognitive 

processes. This evolution in AI capabilities 

raises ethical questions about the implications 

of creating machines that possess self-

awareness and consciousness. 

Self-aware AI refers to an advanced form 

of AI that possesses self-consciousness or an 

awareness of its own existence and its 

environment. This is much more speculative 

and theoretical than current AI systems. In its 

ultimate form, a self-aware AI would not only 

perform tasks or solve problems but also have: 

 A sense of identity: Recognizing its 

own existence and potentially 

understanding its limitations, 

capabilities and role in the world. 

 Metacognition: The ability to think 

about its own thought processes. It 

could understand how it works, why it 

does things and reflect on its decisions 

or actions. 

 Conscious experience: In theory, it 

could have subjective experiences, 

similar to human consciousness. 

Self-aware AI remains in the realm of 

science fiction. While AI can perform 

incredibly complex tasks, it doesn't possess 

consciousness, feelings, or a "mind" in the way 

humans do. Current AI systems are still narrow 

AI, designed for specific tasks (like playing 

chess, translating languages, or analyzing data) 

and they don't have the capacity for general 

awareness or self-reflection. 

Current State of AI 

While we're far from creating self-

aware AI, AI research has made huge strides in 

machine learning, natural language processing 

and problem-solving. However, consciousness 

in machines is not something we've been able 

to engineer yet and it remains an unsolved 

mystery in both AI research and philosophy. 

A.P.Anbu  

I B.Sc. (Information Technology) 

 

DIGITAL ECONOMY 

The digital economy refers to an 

economy that is primarily based on digital 

technologies such as the internet, cloud 

computing, artificial intelligence, big data and 

the Internet of Things (IoT). It encompasses all 

the economic activities that result from the use 

of these technologies to produce, distribute and 

consume goods and services. The digital 

economy is transforming traditional business 

models and creating new opportunities and 

challenges in various sectors. 
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key components of the digital economy are: 

1. E-commerce: Buying and selling goods 

or services over the internet, which 

includes online retail platforms, digital 

payment systems and logistics 

technologies that enable online 

shopping. 

2. Digital services: Services like 

streaming, cloud computing and digital 

marketing, all of which rely heavily on 

the internet and digital platforms. 

3. Digital Platforms: Online platforms 

like social media, search engines, and 

apps that connect users and businesses. 

Examples include platforms like 

Google, Facebook and Uber. 

4. Data: The collection, analysis and use 

of big data to improve decision-making, 

personalize customer experiences and 

optimize operations. 

5. Automation and AI: The use of AI, 

machine learning and automation tools 

in industries like manufacturing, 

healthcare, finance and more. 

6. Blockchain and Cryptocurrencies: 

These technologies are creating new 

opportunities for digital transactions 

and secure record-keeping, beyond 

traditional financial systems. 

7. Cybersecurity: With the rise of digital 

systems, the need for robust 

cybersecurity to protect data, networks 

and transactions is crucial. 

The digital economy has significantly 

impacted traditional industries by enabling new 

business models, increasing efficiency, 

reducing costs and improving access to markets 

and services. However, it also presents 

challenges like digital inequality, privacy 

concerns and the need for new regulatory 

frameworks. 

K.Barath  

I B.Sc. (Computer Technology) 

 

CHATBOT OPENS COMPUTATIONAL 

CHEMISTRY TO NONEXPERTS 

Advanced computational software is 

streamlining quantum chemistry research by 

automating many of the processes of running 

molecular simulations. The complicated design 

of these software packages, however, often 

limits their use to theoretical chemists trained 

in specialized computing techniques. A new 

web platform developed at Emory University 

overcomes this limitation with a user-friendly 

chatbot. The chatbot guides nonexperts through 
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a multistep process for setting up molecular 

simulations and visualizing molecules in 

solution. It enables any chemist including 

undergraduate chemistry majors to configure 

and execute complex quantum mechanical 

simulations through chatting. 

The free, publicly available platform 

known as AutoSolvateWeb operates primarily 

on cloud infrastructure, further expanding 

access to sophisticated computational research 

tools. AutoSolvateWeb is geared to set up 

simulations for a particular chemical to be 

dissolved (a solute) and a substance to dissolve 

it in (a solvent), resulting in a solution (a 

solvate). The broad accessibility of 

AutoSolvateWeb makes it a valuable tool to 

create large, high-quality datasets addressing 

the behaviours of molecules in solution. Such 

datasets provide a foundation to apply 

machine-learning techniques to drive 

innovations in everything from renewable 

energy to human health. 

Automating complex tasks 

A theoretical chemist, Liu leads a team 

specializing in computational chemistry, 

including modeling and deciphering molecular 

properties and reactions in the solution phase. 

Before running a quantum chemistry program 

for a molecule in solution it's necessary to 

determine the geometry of the solute molecule 

and the location and orientation of the 

surrounding solvent molecules through 

molecular simulation. The process of setting up 

and running these simulations is complicated 

and time consuming, limiting how often 

researchers can perform such calculations. 

Expanding access 

By operating primarily on cloud 

infrastructure, AutoSolvateWeb overcomes 

hardware configuration challenges, further 

flattening the learning curve for sophisticated 

computational research. The chatbot 

communicates via natural language rather than 

computer code on the front end, while 

AutoSolvateWeb automates the software 

processes on the backend. 

Rather than a Large Language Model 

(LLM) chatbot, like ChatGPT, the 

AutoSolvateWeb chatbot is primarily rules-

based. It doesn't converse like a real human 

over a range of subjects but is geared to 

specific tasks, similar to chatbots used for 

customer services like online banking. The 

chatbot prompts a user to type in the name of a 

molecule of interest such as caffeine, then 

select a solvent to dissolve the caffeine in such 

as water. The system taps data from PubChem 

the world's largest collection of freely 

accessible, online chemical information, 

assembled by the National Institutes of Health. 

The chatbot guides the user step-by-step 

through the cloud environment, seamlessly 

integrating multiple open-source software 

programs needed for the workflow. Once all 

the proper parameters are calculated through 

the automated process, AutoSolvateWeb 
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submits the results to a National Science 

Foundation supercommuter to create the 

simulation. The supercommuter returns a 

trajectory file. The user can download this file 

and use open-source software to turn the file 

into a 3D movie of their requested simulation. 

K.Barath  

I B.Sc. (Computer Technology) 

 

SCIENTISTS DEVELOP OPEN-SOURCE 

SOFTWARE FOR MODELING SOFT 

MATERIALS 

When mechanical and structural 

engineers design machines, bridges and 

buildings, they calculate loads, stresses and 

deformation of metal, steel, concrete, glass, 

wood and plastic to find the optimal geometry 

that bears loads with the minimum cost of 

material. Designing for relatively hard 

materials that do not deform too much is 

commonly handled by software that calculates 

and optimizes structures using mathematical 

models that are well understood and easily 

applied. 

There is an expanding class of design 

challenges for things that incorporate soft 

materials biological materials, engineered 

tissues, membranes and even shape-shifting 

fluids that respond to electromagnetic fields. 

Predicting how these soft and fluidic materials 

respond to forces is more challenging than 

predicting the behaviour of hard materials. Real 

world applications can include design of 

artificial hearts and heart valves or robot 

materials that mimic flesh and soft tissue. 

To meet this challenge, a team of Tufts 

researchers led by Tim Atherton, Professor of 

Physics, created Morpho, an open-source 

programmable environment that enables 

researchers and engineers to solve shape 

optimization problems for soft materials. The 

software recently described in Nature 

Computational Science is meant to be easy to 

use, free to use and applicable to a broad range 

of scenarios.  

Traditional modelling packages are 

used for geometric optimization of rigid 

structures and are not usually designed to solve 

shape optimization problems for soft materials. 

Engineers typically have to come up with their 

own mathematical formulations for soft 

materials which can be challenging. Morpho 

provides a set of tools to help anyone 

conveniently solve these problems. Soft 

materials have an inherent complexity in their 

response to their environment. Membranes, for 

example, can be susceptible to compression, 

liquid flows, pressure and vibrations. 

Particulate material can experience random 

turbulence when in motion. Their final shape 

can be very different than their starting point, 

and less predictable relative to rigid structures. 

The Morpho program models the soft 

materials with a process known as finite 

elements, mathematically dividing them into 

small, simple shapes (2D or 3D shapes like 
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triangles or tetrahedrons), while equations 

modelling material properties, forces and 

boundary constraints are generated for each 

node around the shapes. Then the whole system 

of equations is solved to predict the optimal 

shape of the system. In addition to soft 

materials, the program can model packing 

problems as well, whether it's the flow of 

granular particles in pharmaceutical 

manufacturing, coffee or how companies can 

optimally pack and ship products to minimize 

use of space and packing materials. 

Morpho can also model heterogeneous 

systems which include both hard and soft 

components. For example, a cardiovascular 

stent is a metal mesh surrounded by the soft 

tissue of the heart and arteries. Researchers can 

get a better idea of a stent's expected 

performance using the Morpho modelling 

software. 

N.Lavanya  

    III B.Sc. (Information Technology) 

 

BRAIN TO VOICE TECHNOLOGY 

Brain-to-Voice Technology is a cutting-edge 

field of research and development that focuses 

on translating thoughts directly into speech 

without the need for physical movement, like 

using vocal cords. The goal is to enable 

individuals, especially those with severe 

physical disabilities or conditions like ALS 

(Amyotrophic Lateral Sclerosis) or locked-in 

syndrome, to communicate more easily. 

 

Brain-Computer Interface (BCI) 

BCIs are the backbone of brain-to-voice 

technology. They allow for direct 

communication between the brain and external 

devices. Electrodes are typically placed on the 

scalp (non-invasive) or implanted into the brain 

(invasive) to read neural signals. These signals 

are then decoded into actionable data. 

Decoding Neural Activity 

The challenge lies in interpreting the 

brain’s electrical activity which can be 

complex. Advanced algorithms, including 

machine learning models are employed to 

analyze the patterns in neural signals that 

correspond to speech or specific words. 

 Speech Synthesis 

Once the brain activity has been 

decoded into textual or phonetic data, speech 

synthesis technology (like text-to-speech 

systems) takes over to convert the data into 

audible speech. 
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Non-Invasive and Invasive Methods 

 Non-Invasive: Technologies like EEG 

(electroencephalography) use electrodes 

placed on the scalp to monitor brain 

activity. While these methods are safer, 

they currently have lower resolution 

and accuracy compared to invasive 

methods. 

 Invasive: Techniques like implanted 

electrodes or neural interfaces (e.g., 

BrainGate) provide more direct and 

precise data from the brain. They 

involve surgical procedures and are 

typically reserved for those with severe 

disabilities. 

Applications 

 Assistive Technology: Helping people 

with disabilities regain the ability to 

communicate. 

 Improved Human-Computer 

Interaction: Giving users the ability to 

control devices and systems using only 

their thoughts. 

 Medical Use: Used in treating 

conditions where traditional 

communication methods are difficult or 

impossible. 

Challenges 

 Accuracy: Decoding the brain’s signals 

accurately is complex, especially with 

non-invasive methods. 

 Privacy and Security: Since the 

technology involves reading neural 

signals, there are concerns about 

privacy and how this sensitive data will 

be protected. 

 Ethical Considerations: There are 

ongoing debates about the potential 

misuse of brain-to-voice technology, 

especially in terms of personal 

autonomy and mental privacy. 

Current Developments 

Many companies including Neuralink 

(founded by Elon Musk), Synchron and 

academic institutions are researching and 

developing BCI technologies for applications 

ranging from improving human capabilities to 

assisting in medical conditions. In the future, to 

see brain-to-voice technology playing a major 

role in communication and human-computer 

interaction, potentially revolutionizing the way 

to connect and interact with technology. 

P.Logesh 

II B.Sc. (Information Technology) 

 

AMAZON KUIPER SATELLITES 

Amazon Kuiper Satellites, part of the 

larger Project Kuiper, is an ambitious satellite 

internet initiative spearheaded by Amazon. 

With the goal of providing high-speed internet 

access to underserved and remote areas around 

the world, Project Kuiper aims to deploy a 

constellation of Low Earth Orbit (LEO) 



 

 

14 
 

satellites. These satellites will work in tandem 

with ground stations to deliver fast and reliable 

internet service to regions where traditional 

broad and infrastructure is impractical or 

unavailable. 

 

Project Kuiper was announced by 

Amazon in 2019, with a commitment to invest 

billions of dollars in satellite internet 

technology. The project’s goal is to offer 

satellite-based internet that rivals terrestrial 

broadband in terms of speed, latency and 

reliability. The service is expected to benefit 

both individuals and enterprises, particularly in 

rural and remote regions that have limited or no 

access to high-speed internet. 

Key Features of Project Kuiper Satellites 

1. Low Earth Orbit (LEO) Satellites: 

The Kuiper satellites are designed to 

operate in low Earth orbit, typically at 

altitudes ranging from 590 to 1,200 

kilometers. This relatively low orbit 

allows for lower latency and higher data 

speeds compared to traditional 

geostationary satellites which orbit at 

much higher altitudes (around 35,786 

kilometers). The low orbit also reduces 

the distance data needs to travel, 

making it more efficient. 

2. Large Satellite Constellation: 

Amazon’s plan includes launching a 

constellation of over 3,200 satellites, 

making it one of the largest satellite 

constellations in history. The exact 

number of satellites may vary, but it is 

expected that these will be divided into 

several orbital planes to ensure 

consistent global coverage. 

3. Global Connectivity: The primary goal 

of Project Kuiper is to deliver reliable, 

high-speed internet to underserved 

regions. These include rural, remote and 

economically disadvantaged areas 

where building traditional broadband 

infrastructure is difficult or cost-

prohibitive. Amazon has emphasized 

the importance of providing internet 

access to regions such as parts of 

Africa, South America and rural areas 

in North America and Asia. 

4. Affordable Service: The key 

differentiator for Project Kuiper will be 

its affordability. By leveraging 

Amazon's vast infrastructure and 

experience in global logistics, Amazon 

aims to make satellite broadband a cost-

effective solution. The company plans 

to provide affordable internet to 
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individuals, businesses and even 

schools in underserved areas, helping 

bridge the digital divide. 

5. Advanced Technology: Amazon has 

invested heavily in developing 

advanced satellite technology. The 

Kuiper satellites will incorporate high-

throughput payloads, which allow for 

the transmission of large amounts of 

data at high speeds. Additionally, the 

satellites will feature low-latency 

communication systems, enabling 

applications like real-time video 

conferencing, gaming and telemedicine. 

6. Ground Infrastructure: Project 

Kuiper will also require ground 

infrastructure, including user terminals 

(dish antennas) and ground stations to 

manage the satellite network. Amazon 

plans to build a robust network of 

ground stations to support the satellite 

constellation which will relay signals 

between the satellites and local user 

devices. The user terminals will be 

designed for ease of use, ensuring that 

customers in remote areas can easily set 

up and access the internet. 

Key Developments and Milestones 

 Regulatory Approvals: Amazon’s 

Project Kuiper has received regulatory 

approvals from the U.S. Federal 

Communications Commission (FCC) to 

deploy its satellite constellation. This 

approval includes the right to launch 

and operate the satellites in specific 

orbital slots. 

 Launch Timeline: As of 2025, 

Amazon is preparing to begin launching 

satellites for Project Kuiper. In 2024, 

the company announced partnerships 

with rocket companies, including 

United Launch Alliance (ULA) and 

Blue Origin (Amazon's own space 

venture), to transport the satellites into 

orbit. Initial launches are expected to 

begin soon, with full deployment 

scheduled for the coming years. 

 Partnerships and Industry 

Collaborations: Amazon has forged 

partnerships with key players in the 

aerospace and telecommunications 

industries to accelerate the development 

of Project Kuiper. These partnerships 

will help ensure the timely development 

and deployment of the satellite 

constellation, as well as the 

accompanying infrastructure. 

Competitive Landscape 

Project Kuiper faces competition from 

other major satellite internet initiatives, 

particularly SpaceX’s Starlink which has 

already deployed thousands of LEO satellites 

and is offering broadband services in several 

countries. Starlink’s success has pushed 

Amazon to innovate rapidly and build a 

competitive service. Both companies are vying 
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for the same market, which could benefit 

consumers by driving down prices and 

increasing service quality. 

However, Project Kuiper has some 

unique advantages. Amazon’s vast global 

infrastructure, existing customer base and 

expertise in logistics could give it a significant 

edge in scaling operations and providing 

services at a competitive price. Additionally, 

Amazon’s deep pockets and commitment to 

technology innovation give it the resources to 

outpace competitors in satellite development 

and deployment. 

Challenges and Risks 

 Launch and Deployment Challenges: 

The sheer scale of Project Kuiper’s 

satellite constellation presents 

significant logistical and technical 

challenges. Launching thousands of 

satellites requires careful coordination 

and coordination with other space 

entities to avoid collisions and space 

debris. Additionally, building and 

deploying the necessary ground 

infrastructure and ensuring global 

coverage will be costly and complex. 

 Regulatory Hurdles: As with any 

large-scale satellite project, Project 

Kuiper will need to navigate complex 

regulatory environments in various 

countries. Some regions may be 

resistant to granting permissions for 

satellite operations, especially if they 

have competing satellite internet 

initiatives. 

 Cost and Profitability: While the goal 

is to provide affordable internet, the 

development of a satellite constellation 

and global infrastructure is an 

expensive undertaking. Amazon must 

balance its long-term investment in the 

project with the need to deliver a 

service that is financially viable. 

Amazon’s Project Kuiper satellites 

represent a transformative leap in global 

connectivity. With the potential to 

revolutionize internet access in remote areas, 

the project is a critical step toward bridging the 

digital divide and improving access to 

education, healthcare and economic 

opportunities worldwide. While it faces stiff 

competition from companies like SpaceX, 

Amazon’s ability to leverage its resources and 

technology expertise could make Project 

Kuiper a game-changer in the satellite 

broadband industry. Despite the challenges 

ahead, Amazon’s commitment to the project 

signals a future where high-speed internet is 

available to all, regardless of location. 

M.S.K Manassha  

II B.Sc. (Information Technology) 
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SPACE DOCKING TECHNOLOGY 

Space docking technology refers to the 

methods and systems that enable spacecraft to 

connect and interact with other objects such as 

space stations, satellites, or other spacecraft, 

while in orbit. Docking is critical for crew 

transfer, resupply missions and assembly in 

space. It involves precise alignment, 

mechanical connection and often involves 

transferring crew or cargo between two 

spacecraft. 

 

 

Key aspects of space docking 

technology include: 

Docking Mechanisms 

 Androgynous Docking: Both 

spacecraft have compatible docking 

ports that can mate together, regardless 

of their gender (male or female). This is 

used for vehicles like the Russian 

Soyuz and the Apollo Lunar Module. 

 Gendered Docking: One spacecraft 

has a "male" docking port (a probe) and 

the other has a "female" docking port (a 

receptacle). The NASA Apollo 

program and SpaceX's Crew Dragon 

use this system. 

 Automated Docking: Modern 

spacecraft such as the SpaceX Dragon 

and the European Space Agency's 

Automated Transfer Vehicle (ATV), 

use highly automated systems for 

docking with minimal human 

intervention. These systems rely on 

sensors, cameras and advanced software 

to guide the spacecraft. 

Alignment and Approach 

Docking is an extremely delicate process, 

requiring precise control. The spacecraft must 

approach the docking port carefully, with 

sensors providing data on relative speed, 

position, and orientation. These systems use: 

 Star Trackers and Gyroscopes for 

orientation. 

 Radar and LIDAR for measuring 

distance and velocity. 

 Cameras for visual tracking and real-

time alignment. 

Mechanical and Electrical Connections 

Once aligned, the spacecraft connect 

through a series of mechanisms: 

 Capture Mechanisms: These often use 

a combination of automated and manual 
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systems such as latches or hooks, to 

physically join the two craft. 

 Seals and Pressure Equalization: 

After physical connection, seals ensure 

airtight integrity, allowing astronauts to 

safely transfer between spacecraft. 

Pressure equalization valves also help 

ensure no depressurization occurs 

during the transfer. 

 Data and Power Transfer: Docking 

ports are equipped to transfer electrical 

power, data and other fluids between 

spacecraft. This allows for continuous 

communication and operation while 

docked. 

Human-Rated Docking Systems 

Spacecraft like NASA's Orion and SpaceX 

Crew Dragon are designed with human 

passengers in mind. These systems must ensure 

safety, comfort and easy transition for 

astronauts between the vehicles. This often 

involves: 

 Emergency Escape Systems in case of 

docking failure or hazardous events. 

 Wide, pressure-rated hatches for easy 

passage. 

Docking in the Future 

 Interplanetary Docking: With the rise 

of Mars missions and deeper space 

exploration, the next frontier of docking 

technology involves developing 

systems capable of operating in 

environments with minimal 

infrastructure and under different 

gravitational conditions (such as on the 

Moon or Mars). 

 Autonomous Spacecraft Docking: 

Future spacecraft may rely heavily on 

fully autonomous systems for docking 

and undocking, minimizing human 

intervention, and making it safer and 

more efficient for future exploration. 

Examples of Space Docking Technology 

 International Space Station (ISS): 

The ISS has several docking ports for 

spacecraft like the Russian Soyuz, 

Northrop Grumman Cygnus, SpaceX 

Dragon, and others. Docking is an 

essential part of resupply missions and 

crew exchanges. 

 SpaceX Crew Dragon: It uses an 

autonomous docking system that allows 

it to dock with the ISS without 

requiring crew intervention. The 

process includes an approach, 

automated capture, and docking, 

followed by pressure equalization. 

 NASA’s Orion Capsule: This vehicle 

is designed for deep space exploration 

and uses a different docking system, 

adaptable to spacecraft in a variety of 

mission profiles. 

Docking technology plays a crucial role in 

ensuring successful missions to the 
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International Space Station, resupply missions 

and future exploration of the Moon, Mars and 

beyond. The continued advancement of this 

technology is vital for the sustainability and 

expansion of human space exploration. 

.B Krishna Prabu 

 II B.Sc. (Computer Technology) 

 

NEW WEARABLE DEVICE MIMICS THE 

COMPLEXITY OF HUMAN TOUCH 

Most haptic technologies today are 

limited to delivering simple vibrations. 

However, human skin is equipped with a wide 

array of sensors that can detect pressure, 

stretching, vibration and other tactile cues. 

Now, engineers at Northwestern 

University have developed a new technology 

that creates precise, controlled movements to 

replicate these complex sensations. 

 

 

This compact, lightweight and wireless 

device sits directly on the skin and applies 

force in any direction to generate a wide range 

of sensations, including vibration, pressure, 

stretching, sliding and twisting. It can also 

combine these effects and adjust speed to 

produce a more realistic and nuanced sense of 

touch. 

The device is powered by a small 

rechargeable battery and connects wirelessly to 

virtual reality headsets and smartphones via 

Bluetooth. Its efficient, portable design allows 

it to be placed anywhere on the body, used in 

arrays with other actuators, or integrated into 

existing wearable electronics. 

The researchers see the potential for the 

device to enhance virtual reality, helping 

visually impaired users navigate their 

environments, simulating textures on flat 

screens for online shopping, offering tactile 

feedback during remote medical visits and even 

allowing people with hearing impairments to 

“feel” music. 

 

 “Almost all haptic actuators really just 

poke at the skin,” said Northwestern’s John A. 

Rogers, who led the device design. “But skin is 

receptive to much more sophisticated senses of 

https://scitechdaily.com/tag/northwestern-university/
https://scitechdaily.com/tag/northwestern-university/
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touch. We wanted to create a device that could 

apply forces in any direction not just poking 

but pushing, twisting and sliding. We built a 

tiny actuator that can push the skin in any 

direction and in any combination of directions. 

With it, we can finely control the complex 

sensation of touch in a fully programmable 

way.” 

The haptic hang-up 

In recent years, visual and auditory 

technologies have experienced explosive 

growth, delivering unprecedented immersion 

through devices like high-fidelity, deeply 

detailed surround-sound speakers and fully 

immersive virtual-reality goggles. Haptics 

technologies, however, mostly have plateaued. 

Even state-of-the-art systems only offer 

buzzing patterns of vibrations. 

This developmental gap stems largely 

from the extraordinary complexity of human 

touch. The sense of touch involves different 

types of mechanoreceptors (or sensors) each 

with its own sensitivity and response 

characteristics located at varying depths within 

the skin. When these mechanoreceptors are 

stimulated, they send signals to the brain, 

which are translated as touch. 

One device comprises a tiny magnet, wire 

coils, an accelerometer, a small rechargeable 

battery and Bluetooth capabilities.  

M.Harini  

II B.Sc. (Computer Technology) 

 

 

BIO-INSPIRED ROBOTICS 

The rise of robots in automation has 

led to many humanoid helpers. This can be 

best seen in collaborative robots (cobots) 

like Baxter from Rethink Robotics or the UR 

cobots from Universal Robots. The robotic 

arm is the new standard in automation 

assistance because we do not have to change 

the human environment for these robots to 

operate effectively. These human-like 

functioning robots can pick up, locate and 

place and operate handheld machinery. 

However, the human form is not the 

most efficient form for a robot to 

mirror. Sangbae Kim, leader of bio-robotics 

http://www.machinedesign.com/motorsdrives/biomechanics-brings-robotics-mobile-era
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and Professor at Massachusetts Institute of 

Technology, says that industrial robots are 

“designed to perform rigid and accurate 

position-control tasks in a fixed location 

manufacturing robots are not designed to 

control force in dynamic situations.” The 

goal of bio-robotics is to design a machine 

that can interact with its environment and 

dynamic situations like coming in contact 

with the ground. Kim points out that “when 

it comes to the mobile robot, the design 

paradigm must be completely different from 

industry robots.” Several companies and 

research groups have focused on biology-

inspired robots to create more responsive 

machines that have an easier time 

manipulating their environment. 

 

The Octobot from Harvard University  

The Octobot excels in two distinct 

ways. First, it is a soft robot, replacing all 

mechanical components with analogous soft 

systems and second, it’s autonomous. The 

robot is 3D printed, inlaid with channels for 

power and movement control and the 

movement is powered through pneumatic 

controls by gas from hydrogen peroxide, 

which also is the liquid fuel for the robot. A 

circuit, a soft analog of a simple electronic 

oscillator, controls when hydrogen peroxide 

decomposes to gas to inflate the robot. The 

gas pushes through the limbs and the 

microfluidic network shuts off 

corresponding limbs based on external 

feedback. As one limb starts to deflate, the 

gas is redirected to another so that the robot 

can move. The research was headed by 

Robert Wood and Jennifer Lewis of the 

Wyss Institute for Biologically Inspired 

Engineering at Harvard University. Wood 

states that the “research demonstrates that 

we can easily manufacture the key 

components of a simple, entirely soft robot, 

which lays the foundation for more complex 

designs.” 

 

Hexa: The Six-Legged Robot 

Hexa from Vincross is a new six-

legged robot that allows users to control it 

from their smartphone. The robot uses a 

variety of sensors to determine its 

orientation and navigate around terrain. It 
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has the ability to scale steps and balance on 

uneven ground without having the need to 

control each individual leg. The six-legged 

design allows the robot to save energy by 

having better balance capability. According 

to Andy Xu, COO of Vincross, the robot 

“only needs three legs to stand on the 

ground, and we can use the other three legs 

to maintain balance or climb stairs.” The 

sensors in the Hexa bot are a digital camera 

with night vision, a 3-axis accelerometer, 

distance-measuring sensor and an infrared 

transmitter. The programming language for 

the robot is open-source, allowing multiple 

users to experiment with the robot and 

fostering a programming marketplace. 

Vincross hopes to launch the robot for 

multiple uses as the user community grows, 

including exploration of dangerous 

situations like collapsed buildings. 

 

Pleurobot: The Robo-Salamander 

At the École Polytechnique Fédérale 

de Lausanne, engineers have designed a 

robot that mimics the motion of a 

salamander. The robot imitates the 

ambulation of the salamander with a unique 

vertebrate that allows the robot to slither in 

and out of the water. A salamander in nature 

can shift from a crawl to a walk to a swim 

by performing the same motion at different 

speeds. This appealed to the engineers 

because one doesn’t need to create different 

mechanisms to achieve different movements, 

but rather find the optimal mechanism that 

can perform several movements. The 

skeleton of the Pleurobot has only 11 spinal 

segments, down from the original 40 

planned segments, which were not critical 

for the bot’s movement. The joints also have 

reduced freedom of movement. Auke 

Ijspeert, leader of the project, explains that 

understanding the neuro-prosthetics of the 

salamander is important for understanding 

the human spinal cord and brain interaction. 

“Being able to re-stimulate those circuits in 

humans in the long term is something very 

important,” he says, “and for that you need 

to understand how the spinal cord works.” 
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The Snakebot 

Researchers at Carnegie Mellon 

University have been programming snake 

robots for years to get them to crawl through 

rubble and around obstacles. The inspiration 

of these robots came from observing 

sidewinders. Their motion can best be 

described in two terms: vertical and 

horizontal body waves. Changing the phase 

and amplitude of these waves allows snakes 

to achieve enhanced movement. The 

modular snake robot shown above was 

designed to pass horizontal and vertical 

waves in a 3D space. The robot is 2 inches 

in diameter and 37 inches long, consisting of 

16 joints. Each joint is perpendicular to the 

previous one, allowing it to achieve 

numerous configurations and a variety of 

gaits. NASA is also using these snake robots 

for space exploration possibilities. 

 

Cassie the Bipedal Bot 

From Agility Robotics, Cassie is 

bipedal robot based specifically on the 

anatomy of ostriches. Cassie has three 

degrees of freedom at its hips and ankles and 

knees that flex in one direction. The manner 

of walking comes very naturally to the robot 

due to its design, which also results in a 

steering mechanism that is similar to 

humans. The robot is lightweight and is 

designed to absorb shock just as humans do 

when they walk. The human-like movements 

let the robot traverse areas that humans can 

and its slip- and stumble-resistant feet help 

provide stability on uneven ground. Cassie’s 

possible jobs can range from delivering 

products to your door to search-and-rescue 

efforts. 

 

Spot Mini from Boston Dynamics 

When discussing bio-robotics, Boston 

Dynamics will always come up in the 

conversation as one of the leaders of bio-

robot design. Makers of possibly some of 

the best-known bio-robots like the Wildcat 

and Atlas, one of their latest inventions may 

have a future place in ones home and office. 

The Spot Mini is a small four-legged robot 

that weighs 30 kilograms (including a 
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robotic arm) and is completely electric, 

having a power range of 90 minutes on a 

single charge. The robot can pick up and 

handle objects using its 5 degree of freedom 

arm and is equipped with a sensor suit that 

includes stereo cameras, depth cameras, an 

inertial measurement unit and position/force 

sensors in the limbs. The robot is small and 

quiet enough to be used in ones office and 

home and has the ability to run autonomous 

tasks. 

 

Festo’s Bionic Cobot 

Festo, a leader in bio-inspired 

robotics, has designed robots that mimic 

kangaroo movements, swim like whales, fly 

like butterflies and grip like an octopus. 

Their latest bio-robot mimics the human 

arm. The Bionic Cobot uses pneumatic 

lightweight drives to move and operate the 

arm. It has three pivoting axes and four 

modified rotary axes based on the DRVS 

semi-rotary vane drive. The robot has seven 

full degrees of freedom, a net weight of six 

kilograms and a payload of 1.5 kg. The 

design uses the same human muscle 

principle of agonist-antagonist motion for its 

unique drive concept. It moves just as a 

bicep would flex by only tensing the upper 

arm muscles instead of the lower muscles.  

M.S.K Manassha  

II B.Sc. (Information Technology) 

 

PHYSICAL RESERVOIR COMPUTING  

A novel physical reservoir computing 

device that mimics human synaptic behaviour 

for efficient edge AI processing. Physical 

reservoir computing (PRC) utilizing synaptic 

devices shows significant promise for edge AI. 

Researchers from the Tokyo University of 

Science have introduced a novel self-powered 

dye-sensitized solar cell-based device that 

mimics human synaptic behaviour for efficient 

edge AI processing, inspired by the eye's 

afterimage phenomenon. The device has light 

intensity-controllable time constants, helping it 

achieve high performance during time-series 

data processing and motion recognition tasks. 

This work is a major step toward multiple time-

scale PRC. 

Artificial intelligence (AI) is becoming 

increasingly useful for the prediction of 

emergency events such as heart attacks, natural 

disasters and pipeline failures. This requires 

state-of-the-art technologies that can rapidly 

process data. In this regard, reservoir 

computing, specially designed for time-series 

http://sourceesb.com/festocorp/distributors-and-vendors
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data processing with low power consumption is 

a promising option. It can be implemented in 

various frameworks, among which physical 

reservoir computing (PRC) is the most popular. 

PRC with optoelectronic artificial synapses 

(junction structures that permit a nerve cell to 

transmit an electrical or chemical signal to 

another cell) that mimic human synaptic 

elements are expected to have unparalleled 

recognition and real-time processing 

capabilities akin to the human visual system. 

However, PRC based on existing self-

powered optoelectronic synaptic devices 

cannot handle time-series data across multiple 

timescales, present in signals for monitoring 

infrastructure, natural environment, and health 

conditions. In a recent breakthrough, a team of 

researchers from the Department of Applied 

Electronics, Graduate School of Advanced 

Engineering, Tokyo University of Science 

(TUS), led by Associate Professor Takashi 

Ikuno and including Mr. Hiroaki Komatsu and 

Ms. Norika Hosoda, has successfully fabricated 

a self-powered dye-sensitized solar cell-based 

optoelectronic photopolymeric human synapse 

with a time constant that can be controlled by 

the input light intensity.  

The solar cell-based device utilizes 

squarylium derivative-based dyes and 

incorporates optical input, AI computation, 

analog output and power supply functions in 

the device itself at the material level. It exhibits 

synaptic plasticity in response to light intensity, 

showing synaptic features such as paired-pulse 

facilitation and paired-pulse depression. The 

researchers demonstrated that adjusting the 

light intensity results in high computational 

performance in time-series data processing 

tasks, irrespective of the input light pulse 

width. Furthermore, when this device was used 

as the reservoir layer of PRC, it classified 

human movements such as bending, jumping, 

running and walking with more than 90% 

accuracy. Additionally, the power consumption 

was just 1% of that required by conventional 

systems, which would also significantly reduce 

the associated carbon emissions. 

V.B Krishna Prabu  

II B.Sc. (Computer Technology) 

 

MAKING INDOOR SMARTPHONE-

BASED AUGMENTED REALITY WORK 

To understand the practical challenges 

of indoor augmented reality applications on 

smartphones, researchers conducted 113 hours 

of extensive experiments and case studies over 

316 patterns to determine the factors that 

degrade localization accuracy in real-world 

indoor environments. Landmarks for vision 

systems, LiDAR and the IMU were evaluated. 

To solve the identified problems, the 

researchers suggest radio-frequency-based 

localization as a potential solution for practical 

augmented reality applications. 

Smartphone-based augmented reality, 

in which visual elements are overlaid on the 
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image of a smartphone camera, are extremely 

popular apps. These apps allow users to see 

how furniture would look in their house, or 

navigate maps better or to play interactive 

games. The global phenomenon Pokémon GO, 

which encourages players to catch digital 

creatures through their phone, is a well-known 

example. 

The technologies available now to 

implement augmented reality struggle when 

they can't access a clear GPS signal. But after a 

series of extensive and careful experiments 

with smartphones and users, researchers from 

Osaka University have determined the reasons 

for these problems in detail and identified a 

potential solution. To do this, the smartphone 

uses two main systems: visual sensors (the 

camera and LiDAR) to find landmarks such as 

QR codes or AprilTags in the environment, and 

its inertial measurement unit (IMU), a small 

sensor inside the phone that measures 

movement. 

To understand exactly how these 

system perform the research team set up case 

studies such as a virtual classroom in an empty 

lecture hall and asked participants to arrange 

virtual desks and chairs in an optimal way. 

Overall, 113 hours of experiments and case 

studies across 316 patterns in a real-world 

environment were performed. The aim was to 

isolate and examine the failure modes of AR by 

disabling some sensors and changing the 

environment and lighting. 

The findings highlighted that visual 

landmarks can be difficult to find from far 

away, at extreme angles or in dark rooms; that 

LiDAR doesn't always work well and that the 

IMU has errors at high and low speeds that add 

up over time. Address                                   

these issues, the team recommends radio-

frequency-based localization such as ultra-

wideband (UWB)-based sensing, as a potential 

solution. UWB works similarly to WiFi or 

Bluetooth, and its most well-known 

applications are the Apple AirTag and Galaxy 

SmartTag+. Radio-frequency localization is 

less affected by lighting, distance or line of 

sight, avoiding the difficulties with vision-

based QR codes or AprilTag landmarks. In the 

future, the researchers believe that UWB or 

alternative sensing modalities like ultra-sound, 

WiFi, BLE or RFID have the potential for 

integration with vision-based techniques, 

leading to vastly improved augmented reality 

applications. 

K.Barath  

I B.Sc. (Computer Technology) 

 

AI TRiSM 

AI TRiSM stands for Artificial Intelligence 

Trust, Risk, and Security Management. It's a      

framework for organizations to manage the 

potential risks and ethical concerns associated 

with using AI systems, ensuring they are 

trustworthy, reliable and secure.  
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AI TRiSM addresses key challenges like:  

Trust: Ensuring AI systems are fair, 

transparent and accountable. 

Risk: Identifying and mitigating potential 

harms and unintended consequences of AI. 

Security: Protecting AI systems and data from 

cyber threats and malicious actors. 

By implementing AI TRiSM, 

organizations can build confidence in their AI 

systems, reduce risks and ensure they are using 

AI ethically and responsibly.  

  AI Trust 

This involves making sure AI systems are 

reliable, fair and transparent. For example, it 

might involve explaining how AI models 

make decisions or ensuring they don't 

discriminate against certain groups.  

 AI Risk 

This focuses on identifying and managing 

potential risks associated with AI such as bias 

in algorithms, data breaches or misuse of AI 

technology. 

 AI Security Management 

This involves protecting AI systems and data 

from cyberattacks, malware and other security 

threats. AI TRiSM is a proactive approach to 

managing AI, aiming to prevent problems 

before they occur. By addressing trust, risk and 

security, organizations can maximize the 

benefits of AI while minimizing potential 

harms.  

P.Logesh  

II B.Sc. (Information Technology) 

 

 



 

 

 
 

  


